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Abstract 
 

The importance of ubiquitous environments has 

increased in recent years as it has been recognized as a 

paradigm that can improve the quality of life of many 

sectors of the population especially care of elderly 

people by providing automated environments that adapt 

and respond to its inhabitants’ needs.  The aim of the 

work presented here is to provide a solution to the 

problem of recognition and detection of human 

behaviours inside ubiquitous environments by using a 

neural-network driven embedded agent working with 

online, real-time data from a network of unobtrusive 

low-level sensors.  The final objective of this system was 

to classify a “normal” pattern of activities, and sense 

deviations from it, which could be employed for home 

care applications. 

 

1. Introduction 
 

Ubiquitous or pervasive computing relates to the 

concept first expressed by Mark Weiser, who had a 

vision of “People and environments augmented with 

computational resources that provide information and 

services when and where desired” [1]. 

Since this concept was first proposed in 1988, 

applications and ideas from many different fields such 

as computer science, electronics, psychology, sociology, 

architecture, etc. have converged in order to fulfil the 

notion of truly pervasive environments. 

One of the areas of research related to pervasive 

environments is the recognition and detection of human 

activities inside an intelligent environment.  By 

identifying patterns in behaviours a pervasive 

environment can respond and adapt itself to the 

inhabitants’ needs more efficiently and in a personalized 

way, thus improving their quality of life. 

An intelligent environment (e.g. a room, a house, an 

office, etc) can be described as a place that “has sensors, 

actuators and agent based control systems that monitor 

the occupants, communicate with each other, and 

intelligently control the environments to support the 

occupants in their daily activities” [18].  These 

environments can simply be automated systems or more 

complex adaptive systems that use some sort of 

“intelligence” in order to learn and adapt themselves to 

the inhabitant’s behaviour. The applications of this kind 

of environments are very diverse, ranging from the 

automation of HVAC (Heating, Ventilation and Air-

Conditioning) systems inside buildings, educational 

applications in classrooms, energy saving/management  

for offices or care at home systems, among others.  

This paper presents an integral framework consisting 

of the development of both a simulated and two real 

environments monitored by a system using a neural-

network-driven embedded agent able to work with 

online, real-time data from a network of unobtrusive 

low-level sensors.  The objective of the system is to 

discover a normal habitual set of human activities and 

identify novelties in ongoing behaviour which do not fit 

the model of previously contructed behaviours or 

activities. Such novelties could, for example, relate to 

falls, or deteriorating medical conditions. 

The remainder of this paper is divided as follows:  

Firstly, we present a brief introduction to the challenges 

and approaches involved in human activity detection.  

Secondly, we describe the experimental system 

comprising the environments, their sensors’ architecture 

and the internal agent structure.  We then present a 

description of the experiments, the results, followed by 

the conclusions and finally our future work plans. 

 

 

2. Detection of human activities 

 

One of the more important and useful metrics to 

study human behaviours inside a domestic environment, 

is tracking the ability of the people to perform the so-

called Activities of Daily Living (ADLs) and the 

Instrumental Activities of Daily Living (IADLs) [9, 12, 

13, 14, 16, 18].  

ADLs focus on assessing the person’s ability to 

perform basic self-care activities such as eating, 

dressing, bathing, going to the toilet and transferring in 

and out of bed/chair and walking. IADLs measure 

activities related to independent living and include 

preparing meals, shopping for personal items, 

medication management, managing money, using the 

telephone, laundry doing, and transportation ability.  

[13, 14] 

Limited resources, especially in helping with ADLs 

encourage the development of technologies that can 
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assist and support some sectors of the population, such 

as elderly people, their relatives and possibly the carers.  

ADLs depend on regular patterns of behaviour, and by 

learning such habitual patterns, it could be possible to 

recognise significant deviations from it and to infer 

possible problems or to provide appropriate assistance if 

needed. 

It has been observed that sleeping disorders are 

common in people with dementia, and the sleep/wake 

rhythm in Alzheimer’s disease is extremely disturbed. 

One of the warning signs of Alzheimer’s disease is the 

difficulty to perform familiar tasks [22].  People with 

dementia often find it hard to complete everyday tasks 

that are so familiar that usually we do not think about 

how to do them. A person with Alzheimer’s may not 

know the steps for preparing a meal, using a household 

appliance, or participating in a lifelong hobby or he/she 

might cook a meal but forget to serve it [23] . 

There have been several projects aiming to apply the 

notion smart environments to the health care domain. 

Project such as Georgia Tech’s Aware Home [], Smart 

Medical Home project at the University of Rochester [], 

Elite Care [], BT’s Telecare [] , MIT’S PlaceLab [], 

among others, have been investigating the use of 

different technologies which provide automated data 

collection and recognition of human behaviours.  For a 

more detailed account of the related projects and 

assistive technologies developed, please refer to [] and 

[]. 

The recognition of human activities poses several 

challenges due to the diverse number of ways in which 

people perform those activities, the configuration of a 

set of suitable sensors inside the environment and the 

architecture used to detect and classify the activities. 

One of the areas that has been studied most intensely 

concerns the type of sensors and the way the can be 

configured in order to be used for activity detection 

purposes. It has been recognized that monitoring 

techniques that are relatively automated and unobtrusive 

are much more likely to be successful [].  The 

consequence of using such techniques is that the 

acquired data is noisier, requiring more sophisticated 

algorithms for inferring the current state; however, such 

data will be collected in a continuous mode, without 

explicit user interaction which, in turn might be seen as 

compromising the user’s privacy [6]. 

Some desirable characteristics for the sensor set are 

that it should be unobtrusive and that no modifications, 

or only minor modifications, to the environment are 

needed in order to deploy them [2].  The sensors also 

need to be reliable, need little, or no, maintenance and 

ideally be cheap, so they can be deployed in large 

quantities. 

Among the current technologies used in smart 

environments are image recognition systems using 

cameras and visual sensors, the use of microphones, and 

even thermal imaging sensors [9, 16]. Although these 

approaches work well under laboratory conditions, they 

face many problems when used in everyday situations. 

Moreover, cameras are considered by many to be 

intrusive to people’s privacy and most of the times, the 

interpretation of the images requires complex software. 

The use of wearable devices such as accelerometers 

to detect physical activities such as walking, sitting, etc, 

or the use of biometric or emotion-detection sensors has 

been a common approach.  A popular alternative is the 

use radio-frequency-identification devices (RFID) and 

tags which due to their low cost can be deployed in 

larger quantities.  The drawback of wearable devices is 

that they rely on the users’ cooperation to work 

properly.  
The use of very simple on/off sensors such as motion 

detectors, pressure sensors, and switches has proved to 

be suitable to infer high-level behaviours from low-level 

sensory data.  Some systems [12, 17] have already used 

this approach with good results, using cheap sensors 

that can be deployed at a low cost inside a home 

environment. For our system, we have chose to use a 

network of simple, non-obtrusive sensors like pressure 

sensors, motion sensors, light switches, etc., along with 

an embedded agent using a neural network in order to 

interpret the data.  A complete description of the system 

will be presented in the following section. 

 

3. System framework 
 

The activity recognition system has 3 different 

elements:  The set of sensors and their configuration, the 

agent that processes the sensor data, and the 

environment itself. This section describes these three 

parts using a top-bottom approach, beginning with a 

description of the environments, continuing with the 

sensors’ configuration and finishing with the description 

of the architecture of the agent. 

 

3.1. Experimental environments and sensor’s 

architecture 

 
In order to implement and test the proposed system, 

two real environments located at the University of Essex 

were used.  The first one is called the intelligent 

dormitory (iDorm1). It is a testbed comprising  a large 

number of embedded sensors, actuators, processors and 

networks in the form of a small self-contained room 

with areas for different activities such as sleeping, 

communicating (writing or video conferencing with 

remote family and friends) and entertaining (watching 

TV, listening to music etc). 

The iDorm1 is fitted with many sensors and effectors 

to enable the both the inhabitants and the monitoring 

agent to observe and make changes to the room’s 

environmental conditions. The sensor network includes 

devices such as: temperature sensors (both inside and 

outside the room), humidity sensors, a small matrix of 

light sensors across the room, an active entrance lock 
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system which provides access based on an individual’s 

identity, a infrared motion sensor, pressure sensors 

distributed in the room’s furniture, etc.   A number of 

actuators are also connected to the network and these 

include an air circulator, fan heater, door lock actuator, 

motorised vertical blinds, automated window openers, 

and a light dimmer. 

  The second testbed is called the iDorm2 (shown in 

figure 1).  This environment is a newer development 

and is a much larger scale living space in the form of a 

two bedroom apartment with separate areas such as a 

kitchen, dining room, entertainment area and bathroom. 

Both environments have furniture based sensors but also 

sensors able to detect changes in temperature and 

humidity. 

 

 
 

Figure 1. The  iDorm-2  

The sensors and actuators inside the environments 

need to communicate. For this purpose, Ethernet, 

overlaid with TCP/IP and UPnP middleware 

programmed in Java were used.  The use of Java, 

presents some obvious advantages such as to be an 

object oriented language, providing greater flexibility, 

modularity and reusability. It was also chosen because 

of its portability and the possibility to be used in 

embedded devices such as the TINI and SNAP board 

(cheap embedded-internet devices). Being an 

interpretive language, Java will run slower than 

compiled languages; thereby through its use we also 

demonstrate that agents built with faster compiled 

languages, such as C, are also feasible. 

The environment devices are connected to the agent 

using the UPnP (Universal Plug and Play) [20] 

middleware to communicate the actions inside the 

iDorm.  To do this we “wrap” the sensors and actuators 

to provide them with an UPnP interface, connecting 

them to the control point using an IP network. 

In the system presented here, the controlled devices 

correspond to the sensor and actuator devices (i.e. bed 

lamp, chair sensor, temperature sensor) and the control 

point role is performed by a PC running the UPnP stack 

and providing a user interface (UI) which is used to 

control the devices and to send the information about 

the state of the sensors and the actions performed by the 

user to the agent. 

The user interface used to control the iDorm 

environment and to record the user’s actions and 

behaviours is shown in figure 2. The UI displays 

information about the state of the different devices 

inside the iDorm and at the same time provides a way to 

modify the state of the environment and to record the 

activity being performed by the inhabitant at that 

moment. 

 

  
 

Figure 2 .User Interface 

 

3.2. Agent hardware description 
 

Two different agents, that use the information 

provided by the sensorial network, were programmed in 

Java.   The first one was programmed on a PC and the 

second, on a SNAP board.  The SNAP board is a 

network-ready, Java-powered plug & play reference 

platform designed for use in embedded computing 

applications [19]. The SNAP device has a Cjip 

microprocessor developed by Imsys which has been 

designed for networked, Java-based control.  It runs at 

80 MHz and has 8 Mb DRAM + 2 Mb RAM.  It uses 

the J2ME (Java 2 Micro Edition) CLDC (Connected 

Limited Device Configuration) which is a very low-

footprint Java runtime environment [21]. 

The main purpose of programming an agent to run  

on a SNAP board was to show that the agent was able to 

run on an embedded-internet device. As mentioned 

earlier, we used Java with its large computational 

overheads for the same reason. One of the goals of our 

activity and behaviour recognition system was that it 

should be small enough to fit on a real embedded 

device.  The chosen network is able to recognize and 
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detect behaviours inside an environment using very 

limited processor power. 

In order to test the SNAP based agent with the 

iDorm data, a UDP connection was established between 

the UPnP control point and the SNAP based agent. The 

information was sent in real time and the agent was 

trained in an online way with each one of the incoming 

data instances. 

 

3.3. Temporal network architecture 
 

Two of the major concerns related to care 

environments are methods of recognizing and adverting 

medical crisis [13], and the lack of proper agent 

architectures (both the internal & external agent 

structures and mechanisms) able to cope with the 

challenges of more demanding scenarios. 

Our system uses a neural-network based agent in 

order to detect, recognize and classify human activities 

and behaviours inside an environment    In order to use 

a neural network for this purpose, the network must be  

able to identify recurrent patterns of behaviour, yet 

flexible enough to adapt itself to continuous changes in 

the environment.  Previous approaches have shown the 

feasibility of using neural network in intelligent 

environments [11] but they differ with the present work 

as this earlier work only used them for energy 

conservation management. 

Our approach comprises the use of an Adaptive 

Neural Architecture derived from the ECoS paradigm 

proposed in [7]. This kind of network can grow 

dynamically, adapting its hidden layer to accommodate 

new information by adding nodes (rule nodes) whenever 

an example is not found to fit in the already existing 

structure.  It is even able to “grow” new input or output 

nodes to accommodate, for example, new sensor inputs 

or new activities.   

Many of the abnormalities in behaviours that can be 

detected are not only related with the appearance of new 

activities but also with the temporal order in which 

those take place.  With the addition of memory 

structures, the learnt temporal associations can be used 

to support the activation of the rule nodes based on 

temporal patterns along with pre-existing spatial-

similarity associations found in the activities and human 

behaviours. 

An adaptation of an Elman [4] (a Recurrent Neural 

Network) architecture was chosen because recurrence 

lets the network remember information from the recent 

past and does not appreciably complicate the training. 

The addition of a temporal layer and the connection 

weights allows the network to capture temporal 

dependencies between consecutive data examples. 

Figure 3 provides a diagram of the actual structure of 

the adaptive neural network, consisting of four layers: 

the input layer, the evolving hidden layer and the output 

layer, plus a memory layer used to represent temporal 

information. The dashed arrows represent fully 

connected layers whereas the solid line arrow represent 

one to one connection between neurons.  

The memory layer is a structure that allows the 

network to have temporal capabilities [4]. The network 

has feedback connections from the hidden layer of 

neurons back to the same nodes, and these context units 

simply hold a copy of the activations of the hidden units 

from the previous time step. These context units or 

memory layer allow the network to capture temporal 

dependencies between the presented data examples from 

the data stream. 

 

 

 

Figure 3. Neural network structure 

The input layer is non-processing, so it only has linear 

activation functions.  For each node in the hidden layer 

a normalised distance function (a Manhattan distance), 

is used.  The distance function D, shown in equation 1  

calculates the distance between the current input vector 

I and the incoming connection weight vector Wih 

(weights between the input and hidden layer) of a 

particular hnode (hidden node). 
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 The activation function A of each neuron in the 

hidden layer is now dependant of both the spatial and 

temporal components.  The proportion in which these 

two components influence the neuron activation can be 

modified by the spatial and temporal factors (Sf and Tf 

respectively).  The activation function is calculated as 

shown in Equation (2): 

 

 hnodeactvhnodeIhnode WmhTfDSfA ,max, **1   (2) 
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Where DI,hnode represents the distance function 

between the input and a hidden node whereas 

Wmhmaxactv,hnode represents the memory-to-hidden layer 

connection weight between the maximum activation 

neuron and the hidden node. 

Only the winning, or most highly activated hidden 

neuron, is allowed to activate and the activation of the 

output neurons Op, shown in equation 3, is simply a 

product operation over the winning hidden neuron 

activation A and the hidden-to-output layer connection 

weights Who. 

 

phnodehnodep WhoAO ,                (3) 

 The learning algorithm consists of placing the 

input examples within the hidden (evolving layer) by 

either creating a new node or modifying the connection 

weights.  The algorithm is shown in figure 4. 

 
For each input example presented to the network 

Calculate the error between the calculated outputs and the 

desired outputs 

If the activation of the winning node is less than the 

Sensitivity threshold or the desired output node is not the 

most highly activated or the error is greater than the Error 

threshold 

Add a node 

Else 

Update the connections of the evolving layer winning 

node 

 

Figure 4. Adaptive algorithm  

 The input-to-hidden layer connection weights 

Wih are updated in an unsupervised way using equation 

4 where Ii is the input vector and η1 is the learning rate. 

 

))(()()1( 1 tWihItWihtWih i             (4) 

 The hidden-to-output layer connection weights 

Who are updated in a supervised way using equation 5, 

where Ah is the activation of the winning hidden node, 

Err is the error between the desired and the calculated 

output and η2 is the learning rate. 

 

)()()1( 2 ErrAtWhotWho h              (5) 

  The memory-to-hidden layer connection weights 

Wmh capture the temporal dependencies between 

consecutive data examples. 

These Wmh weights are updated using Equation (6) 

where Ah is the activation of the winning hidden node, 

Am is the activation of the winning memory node and η3 

is the learning rate. 

 

)()()1( 3 mh AAtWmhtWmh          (6) 

 

With the addition of the new memory structures, the 

learned temporal associations can be used to support the 

activation of the rule nodes based on temporal patterns 

along with the already existing spatial-similarity 

associations found in the activities and human 

behaviours. 

 

4. Experiments and results 
 

The experiments were divided into 2 major sections.   

The first one is related to the recognition of human 

activities or behaviours in order to assess the 

performance of the network for classifying activities and 

to compare it with other methods.  The second one is 

oriented to test the ability of the network to spot 

novelties in those behaviours. 

Due to the intrinsic characteristics of the smart living 

environments, such as the possibility to adapt 

themselves to their occupants and the presence of 

multiple sensors able to collect data from the users, the 

protection of users’ personal information becomes a key 

issue [  ]. 

The user must be aware that data is being collected 

and stored, but only data relevant to the application is 

being recorded and used only for the purposes specified 

by the study. 

For the experimental data needed for our 

experiments, the users were fully aware that data about 

their activities was being recorded and whenever they 

changed the activity being performed, they needed to 

capture that using a User Interface (UI).  Moreover, the 

type of sensors (pressure, motion, light, etc) used in 

these experiments are regarded as non-intrusive to the 

user's privacy as no video or audio recording devices 

were used. 

Two different datasets formed by the data collected 

by 18 sensors (both environmental and furniture based) 

were used.    A set of eight different activities 

(‘Listening to music’, ‘Working at Computer’, 

‘Reading, Desk Work’, ‘Resting-napping, Sleeping’, 

‘Out of Room’, and ‘Other’) were detected inside the 

environment.  In order to know which activity was being 

performed at a certain point of time, the user was asked 

to describe the action he/she was performing via a 

simple user interface, using an approach similar to the 

Experience Sampling Method (ESM) used in [12]. 

In order for the agent to collect the data regarding the 

user’s behaviour and activities inside the environment, 

the agent recorded a ‘snapshot’ of the current inputs 

(sensor states) and the activity being performed at the 

time.  This information constituted the input vector for 

the network and it has the following structure:  

 

ActSSSSSS n ,,, 21                        (7) 
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Where SS denotes the state of each one of the sensors 

and Act the activity codified in an 1-of-N way.  The 

information from the sensors can be continuous or 

binary. This input vector is then fed to the agent 

learning mechanism using a UDP connection or simply 

from a text file. 

The ‘snapshots’ from the environmental state were 

acquired in two different ways. In the first one, a 

snapshot was taken when the user explicitly changed the 

state of the environment (e.g. turn on/off a switch), 

however, by using this approach, the number of 

instances recorded was limited (about 100 a day).  By 

using this approach one dataset of 471 instances was 

collected over a period of 4 days.  This dataset was 

known (and referred to in the following sections) as 

‘dataset A’. 

The second dataset was formed by recording the 

state of the environment every 30 seconds regardless of 

the user’s interaction with the system.  By using this 

approach, a far larger dataset could be collected.  In this 

case, the user was asked to live inside the intelligent 

environment for a 6-day period and approximately 

8,000 instances were recorded.  This dataset was known 

(and referred to in the following sections) as ‘dataset B’. 

 

4.1. Activity recognition 
 

4.1.1. Comparison using different approaches. 

The first step towards the detection of abnormal 

activities inside an environment is to detect and 

recognize a normal set of activities. The use of both 

unsupervised and supervised approaches was explored 

in the early stages of this research.  A series of 

experiments using the ‘dataset A’ were conducted in 

order to compare the performance of different 

approaches in the activity recognition problem. The 

activities ‘dataset A’ was divided into 314 examples for 

training and another 157 examples were used for 

testing.  The results reported below show the accuracy 

of different approaches when evaluated over the testing 

set. 

 

Method Correct Incorrect 

EM Clustering 38.85 % 61.15 % 

KMeans 57.54 % 42.46% 

N.N. 

Competitive 

Learning 

47.77 % 52.23% 

Naïve Bayes 76.00 % 24.00 % 

MultiLayer 

Perceptron (1) 
92.36 % 7.64 % 

MultiLayer 

Perceptron (2) 
47.98  % 52.012  % 

Adaptive 

Neural System 
91.08 % 8.92 % 

 

Table 1 Comparison between different methods in 

activity recognition 

 

The first three methods made use of unsupervised 

learning approaches.  They were tested in order to 

investigate the viability of unsupervised learning for 

activity recognition as these methods do not rely on 

input from the inhabitants in order to separate the 

activities performed in the environments. These 

methods didn’t show a very good performance, with 

recognition rates lower than 50%.  These results, 

however, might be improved if the number of activities 

performed and the number of sensors used were 

increased, so the possibility of using some kind of 

unsupervised learning should not be excluded. 

Our system was also compared with other off-line 

supervised techniques in order to analyse its 

performance (using tenfold cross validation over the 

471 instances of ‘dataset A’). First, a test using the 

Naïve Bayes method was performed so as to use it as a 

benchmark since the vast majority of the existing 

activity recognition tools use a Bayes-related method. 
  Two different tests were conducted using a 

MultiLayer Perceptron (MLP), the first by training the 

network for 500 epochs and the second one training it 

only for 1 epoch. Our system performed better than the 

Bayes classifier, clearly outperforming the MLP trained 

for 1 epoch and showing a similar performance than the 

MLP trained for 500 epochs. It should be noted that our 

system was trained simulating on-line learning that is, 

using one-pass learning in which the examples were 

presented to the network just once.  Moreover, our 

system could be extended using fuzzy logic in order to 

deliver human readable rules so it is possible to look at 

the relationships between the sensors and the activities. 

 

4.2.2. Further activity recognition tests.   In order 

to fully test and validate the results of the agent, more 

experiments were performed using the data from 

‘dataset B’. The agent was tested using the data 

acquired during the first 4 days of experiments. The first 

tests were done using fourfold cross-validation where 

the 4 partitions corresponded to the data of each one of 

the 4 days; the network was tested 4 times being trained 

by 3 days of data and tested using the remaining day. 

The total number of instances for the 4 days was 

approximately 5,500.  The results are summarized in the 

table below: 

 
 Train Test 

1st   run 97.8 % 89.0 % 

2nd  run 98.0 % 85.3 % 

3rd  run 97.5 % 71.68 % 

4th  run 97.5 % 77.83 % 

   

Average 97.95% 80.95% 

 

Table 2  Classification of activities 
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As shown in the above table, for this set of 

experiments, the results were satisfactory, and similar to 

the ones obtained with other users.  It can be seen that 

the test results for the last two series of the experiments 

were different to first two (80% vs. 70% of accuracy).  

In order to find if this difference was caused by different 

distributions of activities inside the datasets, the test was 

performed again, this time using a stratified fourfold 

cross-validation.  The stratified cross-validation divides 

the whole dataset in 4 folds, each one with the same 

class distribution.  The results are shown in the table 

below: 

 
 Train Test 

1st   run 96.9 % 98.9 % 

2nd  run 96.9 % 98.6 % 

3rd  run 97.2 % 98.6 % 

4th  run 97.0 % 96.9 % 

   

Average 97.0 % 98.0 % 

 

Table 3. Classification of activities II 

 

As it can be seen in table 3, much better results were 

obtained if a stratified cross-validation was used.  It is 

very possible that the class distribution (the distribution 

of the different types of activities along a certain day) 

plays an important role in the correct classification and 

detection of patterns in human behaviour inside a 

ubiquitous environment. 

 

4.2. Novelty detection 
 

4.2.1. Comparison tests.  Two experiments were 

performed in order to know if the system was able to 

detect novelties on datasets previously used as 

benchmark; the results are described in this section. 

 

The iris dataset 

 

The first experiment to detect novelties was 

conducted using the well-known iris data set.  This 

dataset consists in three different classes, with four 

attributes, with 50 examples of each one of them.  Two 

different tests following the same approach were 

completed.  40 randomly chosen examples per class 

from two classes were used as a training set (80 in total) 

and the remaining 10 examples per class of those 2 

classes along with the 50 examples of the other class 

(the “abnormal” class) were used for testing  the 

network for anomaly detection.  The results are 

summarized in the following table: 

 
Testing Abnormal class Class 3 Class 1 

Detected 

novelties 

53 50 

True novelties 49 50 

Mislabelled 4 0 

novelties 

 

Table 4 Abnormality detection in iris dataset 

 

From the results above, it can be observed that in the 

first test 49 out of 50 anomalies were detected, but 4 

novelties were wrongly labelled.  In the second test 50 

out of 50 anomalies were detected with no mislabelled 

examples. 

In the iris dataset, classes 2 and 3 can be linearly 

separated from class 1, but they are not linearly 

separable between them, so that could be the reason 

why in the first test 4 examples were mislabelled.  

Nevertheless, both tests showed that the novelty 

detection method was very good at detecting examples 

of a class never seen before by the network, therefore, 

considered as novel or abnormal. 

 

The biomed dataset 

 

The second experiment was conducted using the 

biomed dataset available at [12]. This dataset [3] has 

been used as a benchmark in abnormality detection, and 

has been previously used by Campbell and Benett [2] 

and Marsland [8].  The dataset consists of 194 

observations each with 4 attributes corresponding to 

measurements made on blood samples (15 observations 

with missing values were removed/data has been 

normalised). The normal data consists of 100 

observations made on normal healthy patients. The test 

sets consist of 27 observations made on normal healthy 

patients and 67 exhibiting abnormalities due to a rare 

genetic disease.  

This experiment was done in order to assess the 

performance of the network against other existing 

techniques and to test the two different methods of 

novelty detection (threshold in the hidden layer, and 

threshold in the distance between the calculated output 

and the entire training output pattern).  The results are 

summarized in table 5: 

 
Testing Testing examples. 94 

Detected novelties 63 

True novelties 57 

Mislabelled 

novelties 

6 

 

Table 5 Biomed dataset results 

 

The results showed that our ECoS system performed 

similarly to other methods. Marsland [8] reports 56 of 

the 67 novel inputs highlighted as novel, with 2 

examples mislabelled, Campbell et al. [2] report 57 of 

the 67 novel inputs correctly labelled as novel with 

again 2 mislabelled examples.  Our system found 57 out 

of 67 examples correctly labelled as novelties and 

showed up 6 mislabelled examples. As it has been 

discussed in [8] the main purpose of a novelty detector 
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is to avoid false negatives (i.e. not detecting possible 

anomalies) while trying to highlight all the abnormal 

examples in the data.  Although our system reported 6 

false positives (i.e. examples incorrectly labelled as 

abnormal) that is not a major issue because for novelty 

detection systems it is better to detect as many 

abnormalities as possible even if some examples are 

incorrectly labelled as abnormal (providing that those 

false positives are not too many).   

4.2.2. Novelty detection with activities dataset.  This 

experiment was performed using the activities ‘dataset 

A’.  Two different trials were conducted, both of them 

using a threshold in the hidden layer to find the 

novelties.  The training and test sets were built in the 

following way:  First, one class was removed from the 

dataset, and 300 of the remaining randomised examples 

were used as the training set.  The removed class and 

the remaining examples constituted the test set. 

 
Testing Training examples 171 171 

Abnormal class Out of room Desk work 

Number of  abnormal 

examples 

83 55 

Detected 

abnormalities 

84 56 

True abnormalities 81 42 

Mislabelled  3 14 

Table 6 Activities dataset 

As can be observed in Table 6, the network finds 97.6% 

of the “Out of room” examples to be abnormal, wrongly 

labelling as abnormal 3.41% of the normal data.  In the 

second experiment 76.3% of the “Desk work” 

examples, were correctly labelled as abnormal and 

12.0% of the normal data was mislabelled. 

 The reason why the results were better for the 

“Out or room” class can be traced back to the results of 

the network in the activity recognition experiment.  That 

class was one of the best classified activities while the 

“Desk work” was the second worst classified.  As it was 

observed in Table 2 and 3 the class distribution (the 

distribution of the different types of activities along a 

certain day) plays an important role in the correct 

classification of activities and it also affects the novelty 

detection process. 

 

4.2.3. Temporal abnormality detection. Two 

different experiments were performed in order to test 

the ability of the network to spot abnormalities related 

with time.  In the first experiment, the network was 

tested to detect an activity that has been previously seen 

but that this time has presented itself at a different hour 

of the day.  A graphical representation of the normal 

order of the activities (Figure 5) and one with the 

activity taken place at a different hour (Figure 6) are 

both shown in the figures below with the hour in the Y-

axis an the activities on the X-axis.  

 

 

Figure 5. Normal activities 

 

 

Figure 6. Activity taking place at a different time 

The network was tested in order to see if it can spot 

an activity taking place at an unusual time according to 

the normal pattern of behaviour. This abnormality 

consisted on the inhabitant taking a nap at a different 

hour.  The results are summarized in the table below: 

 

Testing Novelty sensitivity thr. 0.95 

Detected novelties 31 

True novelties 31 

Mislabelled novelties 0 

 

Table 6 Abnormality detection for activities 

occurring at different time 

The network found 31 abnormal activities 

corresponding to the 31 instances in which the napping 

activity occurred at a different time, correctly spotting 

100% of the abnormal instances. More experiments 

need to be conducted in order to get more conclusive 

results however; the network seems to be well suited for 

this kind of task. 

For the second experiment the network was tested to 

spot abnormalities on activities occurring with a 

different order.  The comparison again was made using 

a normal set of activities shown in Figure 5 and the new 

order of the activities can be seen better in the graphical 

representation presented in Figure 7. 
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Figure 7. Activity taking place at a different time 

 
Testing Novelty sensitivity thr. 0.98 

Total novelties 182 

Detected novelties 184 

True novelties 122 

Mislabelled novelties 62 

 

Table 7 Abnormality detection for activities 

occurring at different time 

The network finds 122 true abnormalities, 

corresponding to the 67% of the total of the real 

abnormalities, however almost all the abnormalities that 

were not found corresponded to the “Working at 

computer” This class shared similar sensorial 

activations with other activities, thus its higher failure 

ratio.  

The results of the two experiments have shown that 

the temporal network is able to find abnormalities in 

which time plays a significant role.   

 

5. Future work and Conclusions 
 

The system presents a novel system which employs 

an innovative neural network running in an embedded 

agent.  This agent works with online data and is able to 

classify activities and spot abnormal patterns of 

behaviour in real time.  Tests have been conducted both 

in simulated and in real environments, showing that the 

system can cope with the temporal aspect of human 

behaviour in an automated way. 

The results show that the network architecture can 

achieve very good recognition rates, better than the ones 

obtained while using Bayesian approaches (which have 

been often used for the activity recognition problem) 

and comparable to the ones obtained with other neural 

networks but with the advantage that our approach can 

be trained online and continuously and can be fitted into 

very small processors, using limited hardware resources. 

To our knowledge, there aren’t any agents, capable 

of recognizing human behaviours inside an 

environment, that have been implemented within a 

small, cheap, off-the-shelf  embedded processor of the 

type that could be readily commercially deployed. The 

development of AI techniques that can be run inside in 

such a device is by itself an important contribution of 

this work. 

The novelty detection ability of the network has been 

compared with other approaches in the literature and 

has shown very similar results. It also has proven to be 

well-suited for novelty detection in human behaviours. 

Concerning our future plans, as a result of the 

encouraging results reported in this paper, we are 

planning a larger scale experiment with many more 

sensors, actuators and users so as to explore more finely 

grained behaviour sensing using both a simulated 

environment and a real environment. 
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