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Abstract. This paper describes the difficulties prepositions pose 
for students learning English as a second language and proposes 
novel solutions for teaching based on Virtual Reality (VR), and 
environments using Artificial Intelligence (AI). It identifies the 
synergy between Cognitive Linguistics (CL) and VR and describes 
how VR may be applied to Second Language Acquisition (SLA). 
This is followed by a proposed integration of AI into a VR 
environment. The paper then goes on to describe a novel method 
for creating an intelligent teaching environment for SLA, based on 
cloning student behaviour, and gives details of the process and a 
simplified functional example. (Abstract) 
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I. INTRODUCTION 

This paper investigates whether VR and AI can be used to 
find an improved method for teaching prepositions to students 
learning English as a second language. After outlining the 
specific challenges English prepositions pose for foreign 
language students, and providing a short overview of 
traditional teaching methods, the paper seeks to evaluate VR as 
a teaching medium based on CL. It then proposes a novel 
method for integrating AI into a VR environment to create a 
dynamic learning environment based on student behaviour. 
The conclusion focuses on the implications of the work 
completed to date and issues yet to be resolved.  

II. THE CHALLENGES POSED BY ENGLISH PREPOSITIONS 

Second Language (L2) learners often have difficulties 
understanding the use of English prepositions [1]–[5]. 
Linguists and psychologists have explained the difficulties by 
describing several contributing factors, for example: 1) Native 
grammar (L1) rules are an embedded mental schema for 
grammar and represent a form of behavioural conditioning. L1 
rules interfere with the acquisition of second language (L2) 
rules [6, p. 4]. 2) English prepositions are syntactically 
idiosyncratic, rarely following a predictable pattern, which 
makes them difficult to apply to new situations [7]. 3) Many 
prepositions are semantically polysemic resulting in multiple 
meanings dictated by context [8, p. 445]. 4) Often the 
preposition will not contribute substantially to the meaning of 
the sentence compared to (incorrect) alternatives [9, p. 196]. 5) 
Morphologically prepositions are difficult to recognise as they 
can contain few syllables making them difficult to identify in 

speech [7]. 6) L1 languages may not have a direct translation 
for English prepositions and use instead inflection or other 
structural replacements [10]. This can be inconsistent with 
other processes used when, learning for example, vocabulary. 
7) Cultural lexical priming can create confusion when 
community traditions defining semantic associations differ 
substantially from English semantic associations [11, p. 55]. 8) 
Structural priming (where L2 speakers repeat the structure of 
the previously heard sentence), while possibly unconscious, is 
thought to be an important part of learning syntactic structure, 
though as previously noted (item 2 in this list), prepositions are 
syntactically idiosyncratic and the resulting sentences from any 
unconscious structural priming may be confusingly incorrect  
[12]. As well as prepositions being challenging for English 
Second Language (ESL) students, prepositions are notoriously 
difficult to teach [7], [8], [13]. According to Tyler & Evans 
[14] some traditional teaching approaches emphasise core 
meanings of prepositions rather than their abstract meanings, 
some treat prepositions and their extensions as inventory items 
to be learned by rote, some provide a “rule plus exception” 
approach, and some a vague relationship between spatial and 
non-spatial exceptions [15]. Further, it may be difficult to 
design definitive teaching methods based on the way students 
learn because learning theory is fragmented. Even when 
theories are grouped into broad categories such as 
Functionalism, Associationism, Cognitive, Neurophysiological 
and Evolutionary, they overlap with no one theory explaining 
the overall process [16], and of course there is a debate over 
whether learning a language is a distinct process from general 
learning [16], [17]. VR in teaching (based on the Oculus Rift) 
has limited evidence to support improved learning outcomes 
[18]–[20] and little is known about the use of AI in such 
teaching environments. 

III. VIRTUAL REALITY (OCULUS RIFT) AND SECOND LANGUAGE 

ACQUISITION (SLA) 

To date the research has focused on creating a VR 
environment which can be used to teach prepositions and 
includes an optional AI component. To use VR as a method for 
teaching prepositions it was necessary to identify a learning 
theory which was consistent with the affordances of VR. 
Cognitive learning theory emphasises the importance of a 
range of inputs which influence learners and is in keeping with 
Leontiev’s [21], [22, p. 362] view that “real life” is a key factor 
in the pedagogical development of the mind. An approximation 
of real life within a VR environment allows for the previously 
mentioned “range of inputs” to be adjusted. If real life is indeed 

Presented during the 'Computer Science and Electronic Engineering Conference 2019' (CEEC'19)
held at the University of Essex, 18th–20th September 2019.

(c) University of Essex 2019 (pre-publication draft)



a “key factor in the pedogeological development of the mind” 
then control of the inputs should allow the VR environment to 
influence the learning process. It is widely understood that 
comprehensible and appropriately contextualized second 
language input is necessary for learning to take place [23, p. 
164], and the ability to provide context in a virtual world 
should prove beneficial in teaching a second language. In VR 
there are two sets of conceptual structures at play; one is the 
designed world and the way in which it interacts with the user, 
and the other is the cognitive semantic version of conceptual 
structures, namely the structures which are a manifestation of 
linguistic meaning created in the users mind[24]. Further, VR 
supports embodied cognition because it allows interaction with 
the world [8, p. 452], [25, p. 27], [26, p. 157], permitting 
existing mental schemas of bodily experience to be overlaid 
onto the virtual world which is consistent with cognitive 
learning theory. VR also allows the student to experience the 
consequences of their actions by allowing the augmentation of 
both negative and positive feedback. For example; the concept 
“containment” is a consequence of being physically locked in a 
room, and in VR the feedback consequence for trying to leave 
that room might be that the light exponentially decreases. The 
metaphorical projection of “containment” could be to be 
contained by the state of being in a relationship, represented in 
VR with the same consequences if the user tries to “leave” the 
contained state of a relationship. VR is able to demonstrate 
both forms of the preposition “in” in the same way for 
conceptual and physical examples using the consequence 
afforded by the environment. Using the affordances of VR for 
representing cognitive semantic meaning it should be possible 
to apply the environment to teaching English prepositions to 
L2 language students. The proposed VR teaching environment 
is designed to be reduced to individual prepositional 
challenges, as described by the CL information processing 
model. This has advantages for designers creating learning 
environments, as it considers complex behaviour to be built on 
simple processes, and is therefore consistent with curriculum 
learning where complex tasks are reduced to their simple 
components [16]. Superficially this reductionist view of 
“simple processes” might seem to be in conflict with 
Galperin’s cultural historical theory (founded on the work of 
Vygotsky and Leontiev), which seeks to avoid atomising 
learning activity so as not to lose sight of the overall process 
[21]. Whilst this is a danger that designers of learning 
environments need to be aware of, Galperin himself believed in 
the value of activities that focused on the essential 
characteristics of concepts. In effect, progressive investigative 
steps towards understanding a concept would not necessarily 
mean that the number of inputs or level of activity are reduced. 
Galperin further suggested that “materialised actions (using 
models, simulations, animations, schemes, etc.)” [21], were 
necessary in order to create new types of internal psychological 
activity. The use of VR in learning is consistent with Galperin 
and constructionist CL theorists who favour explaining 
knowledge acquisition from inductive learning (generalisation 
from examples) as proposed by Carroll [27]. Whether this 
approach will simply reproduce the learning outcomes already 
achieved by existing teaching methods or improve learning 
outcomes, requires further investigation. 

IV. ARTIFICIAL INTELLIGENCE, VIRTUAL REALITY (OCULUS 

RIFT) AND SECOND LANGUAGE ACQUISITION (SLA) 

As mentioned previously, the current VR learning 
environment is intended to use a “range of inputs” to 
encourage inductive learning. Within the VR environment AI 
has been included in the form of independent machine learning 
agents attached to items such as movable objects and lighting. 
When a student is attempting prepositional challenges, these 
agents guide the student’s attention. For example, agents 
attached to objects change their colour saturation (Fig.1) to 
manipulate the visual hierarchy and draw the student’s 
attention to the top right corner of the image. When learning 
technology is no longer in the forefront of a student’s 
perception, whether it is accepted as an extension of normal 
life or as a natural actor in a learning environment, it is 
“ambient” and empowered by its invisibility. This is because 
the adjustments or contributions it makes to the learning 
process go unchallenged in the student cognition [30]–[32]. 
Augusto et al [31] describes ambient intelligence as “assisting 
in a sensible way” [33] implying that the environment has an 
ability to recognise when it is allowed or appropriate to help 
and will do this automatically without external intervention. 

This change represents an “input” as described previously 
when discussing Cognitive Learning. Understanding what to 
change to improve the students learning outcome is the 
challenge. 

A. Proposed Solution: A Novel Method 
One of the main challenges of this research is to teach 

agents in the environment to recognise patterns in the decisions 
made by students (their “policy” for making decisions) when 
they are attempting to solve problems. As mentioned in the 
introduction, SLA theory suggests that native grammar rules 
are an embedded mental schema and represent a form of 
behavioural conditioning, which may interfere with the 
acquisition of L2 rules. Further, according to cognitive learning 
theory this conditioning will be informed by environmental 
(spatial) cues or inputs [28]. The novel method for this research 
is to create a clone of the student’s “policy” and use this clone 

 
Fig. 1. Changes in Visual Hierarchy 
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to train the environment agents. This copy of a student’s 
learning approach is inherently static, in that it represents the 
approach to learning at the time the clone was made. The 
student’s metacognition (their understanding of their own 
thought processes) should result in a changing approach to 
learning during the learning process, and this might suggest 
that the trained environment would quickly become redundant. 
However, having been trained by the clone of the student, the 
environment will only intervene where the student incorrectly 
allows L1 rules to override the L2 rules. In effect, the 
environment is attempting to make itself redundant. When it is 
redundant the student is correctly using the L2 rules.  

B. Creating and Controlling Virtual Reality Environments 
This method has been created using the Unity Engine [29] 

which was selected because of its ability to create and control 
3D environments, integrate VR equipment such as the Oculus 
Rift , and access machine learning algorithms and the tools 
needed to train those algorithms such as TensorFlow. Unity 
allows reasonably rapid development and places all the 
elements of VR and Machine Learning within the scope of a 
single researcher.  

V. NOVEL METHOD 

The method is divided into four stages (Fig. 2), the first 
three stages are completed for each individual agent:  

1) Data repository creation (observing the SLA student 

and remembering what they do). 

2) Behavioural cloning using a supervised learning 

algorithm (creating a mini digital student that makes decisions 

in a similar way to the real student). 

3) Teaching the environment agents using a reinforcement 

learning algorithm (using the digital student to test scenarios 

to identify the best teaching approach). 

4) Using the environment agents to teach students with 

similar L1 schemas.  

Figure 3 shows a system diagram for the overall process. 

 

Example: In a test environment where a student is expected to 
interact with clocks on a bench (fig.4)  

 

Figure 4. Dynamic Clocks on Bench 

The dynamic objects (in this case all clocks) have their own 
machine learning agents linked to a single neural net model for 
the whole environment. All these objects could make small 
changes to guide the student based on their own observations. 
In this example an object (clock) might recognise that it has 
been looked at, as well as note the state of the challenge at that 
moment. The algorithm receiving the observations from (all) 
the agents might then decide that the object has completed its 
role and consequently change the objects position so that it no 
longer faces the student (Fig. 5) and is less likely to attract the 
student’s attention. This is an ambient change intended to go 
unnoticed by the student. 

  
 

  
Figure 2. Separated Processing Stages 

 
Figure 3. System Diagram 
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Figure 5. Dynamic Clock Adjusted 

VI. TRAINING ILLUSTRATION 

The following example is a simplified illustration (not 
based on preposition learning), built to test the premise that 
agent-controlled objects will act to support a clone’s goals and 
further, to understand the processing resources needed to 
implement any proposed solution. In the diagram below (Fig. 
6), the orange box is attached to an agent which has behaviour 
cloned from a student. The objective of the orange box is to 
move to the red sphere. The three walls have been given agents 
which observe the box, the sphere, and the other walls. 

The walls can move and scale as they wish. The correct 
solution for the walls to achieve optimal learning is to scale 
down to nothing and effectively move out of the way of the 
orange box. In this way the environment can adapt itself to the 
optimum configuration for the success of the clone. The walls 
exhibit collective behaviour or a type of consensus decision 
making even though they are driven by their own individual 
agents, because they are being driven by the same minority 
actions i.e. the clone [34]. 

This simplified model was built to understand possible 
scaling constraints which might cause larger environments to 
fail. The orange square was able to reach the red sphere and 
avoid the walls after ten minutes of training.  Those ten 
minutes were used as the decision-making template to create a 
digital clone. It took 55,000 iterations of the test environment 
before the clone had a cloning loss less than 0.5% (the lower 
the cloning loss, the closer to the original behaviour) and be 
considered potentially useful for training the environment (fig. 
7 shows two lines representing two training attempts). 

 

Once the clone was trained, the environment agents (in this 
case the 3 horizontal walls Fig. 6) were trained using 
reinforcement learning. Reinforcement learning uses positive 
and negative rewards to guide agents towards the desired goal. 
In this case negative rewards were given for each step 
(encouraging the agents to find a solution quickly) and positive 
rewards when the orange cube moved closer to the red sphere. 
In figure 8 the dark blue line shows the reward profile of the 
agents attached to the walls as they learn to “help” the clone. 
The light blue line shows the reward profile of a wall with no 
agent attached i.e. it reflects the reward profile of the clone 
itself and a static environment. In this instance it took about 
40,000 iterations before the environment (wall) agents were 
trained. 

The simplified environment shows that a large number of 
iterations are required for an environment with only three 
elements. This indicates that environments with hundreds of 
elements will require significant processing power for each 
prepositional challenge.  

VII. CONCLUSION 

Based on the research so far, we claim that VR based on 
CL theory may be an effective way of teaching prepositions in 
SLA. However, to represent prepositional states and enable 
students to interact with them, each representation needs 
careful and creative consideration. For example, representing 
the prepositions “to” and “for” in the sentence the ball rolls 
to/for the hills, according to Tyler [35], the sense of “to” is that 
there is no intent i.e. “the ball rolls to the hills”,  the ball has no 
intent to get to the hills, it is just rolling to the hills. This is 
distinct from “the man runs for the hills”, where the man 
described has an intent to get to the hills. Tyler describes this 
intent as having a secondary purpose. If a student uses the 
preposition “for” where the focus object (in this case the ball) 
cannot have intent, instead of creating some form of failed state 
feedback, the current research environment anthropomorphizes 
the ball endowing it with the ability to have intent. While this 
is entertaining, it is not yet clear whether adjusting the 
environment to fit the students answer, and changing the 
consequences of their answer, is enough to give the student a 
sense of meaning of “for”. In future a more sophisticated 
consequence which includes making a secondary purpose 
explicit as well as refining the student interaction with the 
challenge may be required. The effect of AI in VR on learning 
outcomes will need to be established through the creation of 
control scenes and challenges. Performance benchmarks for the 

 
 

Figure 8. Reward Given to Walls 

  
Figure 7. Training Clone Agents 

  
Figure 6. Simplified Example 
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number of agent-controlled objects need to be established as 
the current research suggests there may be significant demands 
on processing power. Further, at this stage no student 
interaction with agent-controlled objects has been tested. If an 
object is intended to be diegetic then it should be possible for 
the student to interact with it. Given that objects may include 
machine learning agents it will be necessary to identify 
resulting unintended consequences or paradoxes. Additionally, 
key performance indicators such as the optimal time between 
environment changes and the type of changes (i.e. should they 
be limited to diegetic changes) among others, will need to be 
established. The next stage of this research is to build, test, and 
iterate environments, both with and without AI agents, with the 
aim of initiating experiments with SLA students. 
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