
Recent reports from the European Parliament Technology Assessment unit and the UK Information 
Commissioner’s Office have highlighted the need for debate on how society should balance the 
convenience that new technology affords with the need to preserve privacy. To date, most of the 
debate has addressed the more visible aspects of technology and privacy such as surveillance 
cameras, identity/loyalty cards, internet search engines and radio frequency identification (RFID) 
tags. In this article we seek to use our experience as computer scientists to advance this debate by 
considering issues arising from our research related to intelligent buildings and environments, such 
as the deployment of autonomous intelligent agents. Intelligent buildings and environments are based 
on the use of numerous ‘invisible’, omnipresent, always-on, communicating computers embedded in 
everyday artefacts and environments. While most current intelligent building technology is based 
around automated reactive systems, research is under way that uses technology to gather personal 
information from people and use this information to deliver personalized services to them. While 
promising great benefits, this technology, by being invisible and autonomous, raises significant new 
dangers for individuals and society as a whole. Perhaps the most significant issue is privacy – an 
individual’s right to control the collection and use of personal information. Rather than focusing on the 
‘here and now’, this article looks forward to where this research could lead, exploring the issues it 
might involve. It does this by presenting descriptions of current work, interleaved with a set of short 
vignettes that are intended to provoke thought so that developers and the population at large might 
consider the personal and regulatory needs involved. We end this article by offering a conceptual 
framework for situating multidisciplinary socio-technical research in intelligent buildings.
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INTRODUCTION
Recent reports from the European Parliament 
Technology Assessment unit (EPTA, 2006), the 
UK Information Commissioner’s Office (ICO, 
2006) and the UK House of Commons Home 
Affairs Committee (2008) have highlighted the 
need for debate on how society should balance 
the convenience that new technology affords 
with acceptable social ethics, such as the need 
to preserve personal privacy. To date, most of the 
debate has addressed the more visible aspects 
of technology and privacy such as surveillance 
cameras, identity/loyalty cards, radio frequency 
identification (RFID) tags and internet search 
engines. In this article we seek to extend this 
debate to address intelligent buildings and smart 
environments, in particular the issues arising 
from the use of autonomous intelligent agents 
as part of such technology.

Existing intelligent buildings use computers 
to control building services such as heating 
and lighting. A vision for this technology is 
that, as networked computers become ever 
more pervasive, intelligent building technology 
will embrace any space that people inhabit, 
extending from homes, offices and factories 
through cars, aeroplanes and spacecraft to the 

ultimate vision for supporting humankind’s long-
term habitation of deep space (see Figure 1). 
In wholly technological environments such as 
spaceships and planetary habitats, computer-
controlled environments will be essential (Clarke 
et al., 2000).

In its most general sense, this vision 
underlies what is variously described by the 
terms intelligent buildings, digital homes, 
ambient intelligence, pervasive computing, 
ubiquitous computing and sensor networks. The 
International Telecommunications Union (ITU) 
released a useful description of this general 
vision in a report at the UN World Summit on the 
Information Society in Tunis in November 2005 
describing our future as ‘living in a new era of an 
Internet of Things’ (ITU, 2005). The report states 
that RFID tags, sensors and nanotechnology have 
made processing power increasingly available in 
smaller packages so that networked computing 
‘dissolves’ into the everyday objects around us 
forming a ubiquitous connected society; one 
in which networks and networked devices are 
omnipresent, offering new forms of collaboration 
and communication between people and ‘things’, 
and between ‘things’ themselves, hitherto 
unknown and unimagined. One of the concerns 

FIGURE 1 Research is challenging the nature of building technology. One possibility is that buildings will be populated with 

numerous networked functions (or services) which sense and communicate user behaviour. Agents or people will be able to 

combine these into coordinating groups to form traditional or novel appliances, applications or environments. Agent-based 

environments will continually adapt to the users needs (ambient intelligence); user-based environments will empower people’s 

creativity, to enable them to be the designers of their own building functionality
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that the report highlighted was privacy: ‘privacy 
protection should become part of the design 
itself of the technology, even before it makes it 
to market’. There are many indicators that such 
a world may not be that far away. For instance 
the internet has grown from zero to over 200 
million users in a little over 10 years. Even more 
remarkable, mobile phone use has grown from 
nothing to a truly massive 680 million worldwide 
users in a similar period (Chin and Callaghan, 
2003). However, these figures are dwarfed 
by the number of embedded processors (the 
components of intelligent buildings and pervasive 
computing); one report estimates a staggering 7 
billion microprocessors were sold in 2001, only 
2% of which were destined for PCs the rest being 
incorporated into embedded computing systems 
(Metcalfe, 2001). Predictions are that this trend 
will accelarate, with companies such as Freescale 
Semiconductor Inc. (one of the world’s largest 
chip manufacturers) expecting that by 2015 there 
will be around 1000 microprocessors per person 
on this planet (EE Times, 2008). Sun, the inventors 
of Java, have seen such a massive use of Java in 
mobile phones that they have developed a new 
generation of innovative, Java-enabled, wireless 
embedded computers to service this new market 
(Horan, 2005). These developments are but 
the forerunners of a massive, omnipresent, 
always-on ubiquitous networking technology that 
promises to connect not just every citizen of this 
planet, but ultimately every artefact in the world. 
The forces propelling this technology forward 
are massive, for instance, in terms of national 
economies, according to Japan’s General Affairs 
Ministry, Japan’s pervasive computing market 
will grow to over $760 billion (84 trillion Yen) by 
the year 2010 (Embedded Stas, 2002). Not only 
are there large commercial interests involved, 
but in an age of terrorism, significant political 
pressures too. 

Thus, locating such systems in personal, 
political and commercially sensitive areas of 
society as part of intelligent buildings will 
have significant consequences for individuals 
and society. Clearly, with such a massive 
connected sensory network in place there will 

be opportunities for the misuse of information 
by companies, governments and individuals. 
Such pressures are already evident, such as 
the release for ‘research purpose’, of 20 million  
ordinary people’s online search queries from 
AOL in August 2006 (Barbaro and Zeller, 2006).

In the following pages, we will seek to 
explain what this technology is, how it might 
develop and the ramifications for the individual 
and society. In doing this we combine factual 
accounts of the technology with short stories 
that are intended to stimulate further thought.

PERVASIVE COMPUTING AND 
INTELLIGENT EMBEDDED AGENTS
Pervasive computing describes the distribution 
of service-providing, embedded networked 
computers on such a massive scale that they 
pervade all areas of our lives, in particular, 
forming the invisible technical infrastructure. 
Lou Gerstner, CEO of IBM, described pervasive 
computing as a vision where ‘…. a billion people 
will interact with a million e-businesses via a 
trillion interconnected devices’ (Gerstner, 1999). 
Embedded computers are processors that 
are integrated into appliances and machines. 
Intelligent embedded agents are reasoning, 
planning and learning processes that run on 
embedded computers (i.e. processors that are 
able to mimic some of the qualities we associate 
with intelligence in ourselves) (Callaghan et al., 
2004). Intelligence is regarded as being important 
in creating future generations of intelligent 
buildings and environments, as it provides a 
way of managing the complexity associated with 
configuring and programming the large numbers 
of connected devices and enabling the systems 
to adapt over time to meet people’s changing 
needs and the changing environment. Intelligent 
agents are intended to remove the cognitive 
load from people by assuming some of the 
technically sophisticated decision-making. They 
filter information provided by their human users 
based upon sensing and reasoning about what 
the user is seeking to achieve, freeing the user 
to get on with more productive and useful tasks. 
Intelligent buildings displaying such properties 
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are said to display ambient intelligence. Research 
to generate the technology to support this vision 
is now well under way and perhaps the most 
influential benchmark for this vision is a report 
entitled Scenarios for Ambient Intelligence in 
2010 produced by the European Community 
Information Society Technologies Advisory Group 
(ISTAG) in 2001 (Ducatel et al., 2001). The ISTAG 
report envisions a pervasive computing world in 
which everyday environments such as intelligent 
buildings are built from numerous artefacts 
containing tiny, sometimes physically invisible, 
omnipresent, and always-on computers with 
attached sensors and actuators, communicating 
and collaborating with each other to control and 
offer information relating to the environments we 
live in. Pervasive computing and informatization 
will generate massive opportunities for the 
development of intelligent structures at every 
level of the urban landscape, and this in itself will 
give rise to the real need to solve the problems 
that we have flagged throughout this article 
(Clarke and Callaghan, 2007).

Clearly, whatever the particular technology 
employed, such systems require vast numbers 

of sensors and monitoring devices to acquire 
and interpret information on what the users are 
doing. While this technology is advertised as 
offering benefits e.g. improved energy efficiency 
and quality of life for the building occupants, 
increased profitability for companies etc., the 
presence of sensors and networked intelligent 
agents gathering information about people is an 
issue that needs very serious consideration.

We believe that a significant issue is privacy 
– an individual’s right to control the collection 
and use of personal information by third parties. 
The ongoing theme of this article is the question 
of who should exercise this control. Should 
it be the individual, government, commercial 
organizations or some combination of each? 
Related critical questions are how should that 
control be affected, what regulation of this 
technology is required and how should it be 
policed?

INTELLIGENT BUILDINGS:
DOMESTIC ENVIRONMENTS 
The home is one of the most important areas for 
the application of pervasive computing. Craig 

Norman felt that he was being watched, no matter where he went or what he did. Often he 

imagined that out of the corner of his eye he could see them moving, or their shadows looming, 

some sign anyway of their presence, the 24/7 watchers that observed his every move like some 

auditor in hell as his sins were logged. Norman was mad of course and in a new generation of 

‘virtual asylums’; high-tech spaces in which his behaviour was monitored and controlled without 

the need for expensive staff. Because his activity was stereotypical, repetitive, obsessive and 

compulsive he was ideally suited to being monitored and serviced by embedded agents who 

could learn his patterns and provide for him as he required, signalling to his human guardians if 

he went beyond his ‘safe bounds’. One lesson that had become obvious to all those who worked 

on characterizing human behaviour using agents was that fixed and repeatable patterns were what 

suited the technology best. The free and spontaneous flux of life where each activity was subtly 

different and unpredictable was intractable to the mechanized system. After years of research, the 

embedded agent technology that derived rules from the patterns of behaviour of the occupants 

had proved conclusively that rigid, fixed and habitual behaviour patterns were what suited the 

learning mechanisms best. In fact the joke among the technical staff of the virtual asylum was 

– ‘You don’t have to be mad to be here, but it helps!!’

BOX 1 Human versus machine intelligence 
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Mundie, chief technology officer of Microsoft, 
was reported in the Economist (Economist, 
2005) as saying ‘We view the digital home 
as critically important … the home is much 
more exciting than the workplace.’ The home 
is the most private and personal space for 
individuals; most people are protective of their 
privacy, and technology that has sensors and 
records our ‘private lives’ is likely to meet with 
strong resistance unless there are overriding 
benefits.

In the home environment, intelligent 
buildings are more frequently called smart 
homes or digital homes. A noteworthy example 
is the ‘Integer House’, a venture to encourage 
change in home-building practices, particularly 
those that enable the creation of more 
environmentally friendly homes (Kell, 2005). 
From its initial roots in Watford in 1996, where 
it built a single demonstration home on the 
Building Research Establishment’s site, more 
than 100 organizations have participated as it 
grew to have sites in countries such as Ireland 
and China. Another example is the Essex 
iDorm (see Figure 2).

Smart homes have noble aims; they are 
said to be able to improve energy conservation, 
comfort, health, security, entertainment and 
communication. Control of these systems is 
generally accomplished by writing computer 
programs which include, for example, 
conditional statements such as ‘if the room is 

unoccupied, set the heating to minimum and 
turn lights to off’ (Callaghan et al., 2004). More 
sophisticated systems are able to learn (self-
program) based on monitoring a user’s habits, 
replacing preprogrammed functions by dynamic 
adaptation to a person’s actual behaviour. This 
can potentially increase the efficiency of the 
system by pre-empting user actions based on 
habitual patterns of behaviour. One argument for 
the adoption of such systems is that savings can 
be considerable, for instance, Davidsson (1998) 
estimates up to 40% of energy consumption 
in the home could be saved by the use of 
this technology. Advances in microelectronics 
and network technology are resulting in ever 
cheaper and more functional appliances being 
developed. Cheap and compact microelectronics 
means non-electronic artefacts e.g. shoes, 
cups, chairs, floors, beds, clothing fibres, paint 
pigments etc. are now potential targets of 
embedded computers or stand-alone sensors. 
In addition, such systems can be implanted into 
our own bodies (Warwick et al., 2005).

Indeed, there is no technical or medical 
reason why, as domestic animals increasingly 
are, we could not be ‘chipped’ at birth with a 
unique identity that could be used throughout 
our lives. At this moment, it is not clear that the 
advantages of this sort of ‘tagging’ outweigh 
the potential disadvantages and, in any case, for 
many this is clearly also the stuff of nightmares 
and needs to be discussed widely.

FIGURE 2 iDorm: a digital home test-bed at Essex University, where people can experience the use of intelligent agents that 

build a model of people’s preferences based on their previous behaviour. The agents pre-emptively control the environment based 

on these learned preferences 
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The major advantage in networked 
environments is that appliances can collaborate 
to produce meta-functions (virtual appliances) 
formed by communities of coordinating devices 
or services (Callaghan et al., 2006). One key 
question for individuals and society is how these 
systems are to be programmed and by whom? 
Fixed programming by a manufacturer, delivering 
limited functionality could be used, as in 
automation and similar systems. A more flexible 
approach is to employ intelligent agents to self-
program the system autonomously with only 
implicit involvement from the user. Alternatively, 
people could be intimately and explicitly involved 
in the programming of collectives of devices, 
which they may also have defined themselves. 
These alternative approaches are hotly debated 
issues among some researchers with passionate 
views held on all sides and we now, briefly, 
discuss some of these issues. 

When setting up and programming any 
computer system, end-users are faced with 
a significant cognitive load as they seek to 
understand and configure the system 
appropriately. The underlying principle for the 
use of embedded intelligent agents is to transfer 

some of this cognitive loading from people 
into computers, freeing the user from the need 
to understand the technology. Such systems 
work by sensing the user as he goes about his 
everyday routine in the house, and learning from 
this behaviour so as to enable the ubiquitous 
system to perform in the manner the user seems 
to require (Mozer, 1998).

While autonomous agents may appeal to 
many people, their acceptance is not universal. 
Some people distrust autonomous agents and 
prefer to exercise direct control over what is 
being learned about them, when it is learned 
and where that information is communicated. 
The alternative, a person-centred approach, is 
supported by the argument that it encourages 
people’s creativity by allowing them to become 
designers of their own systems. People-centric 
approaches of this type are being developed 
to enable people to direct the operation of 
ubiquitous computers in a way that gives them 
full control, but avoid the need for them to 
have technical knowledge of the systems or 
programming. One recent example of explicit 
end-user control and programming is the UK 
Department of Trade and Industry (DTI)-funded 

Mala felt as if she was being observed, which she was, but she knew about that as she had 

subscribed to a medical monitoring service with her local medical practitioner. As part of this 

new service, she had been put on a course of agentX ‘programmable’ pills funded by her health 

care policy a few weeks ago. AgentX pills were the ultimate in silicon designer pills; they were 

in fact nanoscale agents that were injected into the body to repair problems (in her case to seek 

and destroy fatty deposits clogging her arteries). The much advertised advantage was that the 

agents provided feedback on what they found, and could either reprogam themselves, or be 

reprogrammed by specialists remotely. Avoiding an operation was something Mala liked. What she 

didn’t know was that the agents also recorded other, wider, biological data from within her body 

primarily aimed at providing better analysis to improve the treatment she was receiving, together 

with helping the scientists improve their technique. This was all perfectly legal as the small print 

of the agreement, which Mala hadn’t read, detailed such possibilities. Unfortunately for Mala this 

wasn’t the end of it as during the period she was on the course of agentX pill, the agents recorded 

she ignored the strict regime the doctors had spelt out for her and she was thus required to pay 

for the treatment herself because of her flagrant abuse of the contract.

BOX 2 Small issues 
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PHEN (Pervasive Home Environment Networking) 
research consortium’s user interaction paradigm 
called Pervasive Interative Programming (PiP), 
which puts the user at the centre of the system-
programming experience by exchanging 
autonomous learning for explicit user-driven 
supervision (Limb et al., 1998). In this approach, 
a user defines a community of coordinating 
ubiquitous devices and the system learns usage 
rules and coordinating actions for groups of 
ubiquitous devices by using a ‘show me by 
an example’ approach. This enables people to 
create an electronic space built from a variety 
of network-ready computer-based appliances 
such as TVs, DVD players, cookers, washing 
machines and mobile phones etc. However, 
the model goes further than simply connecting 
existing appliances, as PiP uses the notion 
of decomposition of appliances into basic 
functionalities, which users can recombine, to 
form soft, or virtual, appliances. A key aspect 
of this new end-user empowerment is that 
lay-users have the power to associate together 
devices (and functions) in both familiar and 
novel arrangements to make highly personalized 
systems. A significant aspect of this paradigm 
is that it allows the coordination of numerous 
devices to provide new ‘meta-appliances/
applications’ or virtual appliances so the lay-user 
can create novel meta-functions that were not 
foreseen by individual appliance manufacturers. 
In short, lay-users become the designers of 
the potentially unique functionality of their own 
home systems. This work transfers the focus of 
design from the manufacturer to the end-user, 
a paradigm that aims to empower the lay-user, 
and challenges the nature of current appliances, 
all of which might contribute towards profound 
changes in social activity in the home and 
workplace (Chin et al., 2006). 

INTELLIGENT BUILDINGS:
COMMERCIAL ENVIRONMENTS
While the workplace has many features in 
common with the home, such as heating, 
lighting, communication and computing systems, 
the variety and types of device are greatly 

different, as are the behaviours of the users. The 
typical worker is not the principal stakeholder 
of his environment in that he does not own the 
environment, nor is he master of his own time; 
rather he is often following a highly structured 
daily routine designed and supervised by other 
people. This managerial (and supervisory) style 
of life leads to the natural inclination for the 
stakeholders to utilize pervasive technology in 
a very different way to a domestic home. For 
instance, the manager or owner of a business 
may be more interested in the amount and 
quality of his employees’ work than their being 
allowed to design novel arrangements of 
appliances to entertain themselves. A manager 
might be interested in the employees’ time 
keeping, or whether there is misuse of resources 
such as surfing the internet for private ends 
(Ball, 2001). Similarly, he may be interested in 
employing technology to make working practices 
more efficient, or perhaps rewarding employees 
based on their ability to complete certain tasks 
rapidly. Such practices are already common, as 
many employers monitor e-mail, telephone calls 
or breaks. Pervasive computing enhances the 
employer’s ability to monitor employees, as it 
brings cheaper, more numerous and more varied 
sensors with more intelligent capabilities. For 
example, embedded agent techniques could be 
used to learn and characterize habitual patterns 
of behaviour thus allowing one employee to 
be compared to another, and to detect and 
flag ‘abnormal’ behaviour by comparison to a 
template or ideal, while conventional networking 
technology gives the employer the ability to have 
a virtual presence with the employee, whenever 
he chooses.

While it can be argued that an employer is 
acting within his rights by using this technology 
to make the supervision of his staff more 
efficient and less costly, it clearly has the 
potential to appear as extremely threatening 
to employees, as few people like to have 
someone standing over their shoulder as they 
work. In addition, in some jobs initiative and 
independence, encouraging responsiveness and 
flexibility, are valuable human characteristics, 
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which such close monitoring might undermine. 
It would seem that for employees to accept 
such monitoring the technology has to appear 
not just beneficial to the manager, but also 
to the employee, and not be used as a tool 
to enforce a rigid working ethic but rather to 
support and reward employee creativity or 
make their job less of a chore in other ways. 
Some legislative regimes employ the principle 
of ‘reciprocity’ in which, what the manager 
can see, is made available to the employees 
and even the management may be subject to 
monitoring. Lyons makes an interesting point 
that technology that seeks to enforce working 
practices according to well-defined rules, is 
equivalent to the ‘work-to-rule’ weapon that 
employees have traditionally used against 
employers. Thus, he argues it would seem 
counter-productive for employers to turn this 
‘weapon’ on themselves (Lyons, 2002),

SOCIAL IMPLICATIONS
INTRODUCTION
Although scientists and engineers direct their 
effort at making this technology ‘helpful and 
enabling’, the fact that this technology senses 
and communicates behaviour clearly means 
it could be used to develop and sustain a 

surveillance society. Without careful planning 
and regulation to control the systems and 
software of the pervasive computing 
environments of the future we could be creating 
a modern equivalent of Bentham’s Panopticon 
with some variety of ‘Big Brother’ (Orwell, 1949) 
being able to monitor our every move and find 
out about all of our personal preferences. Over 
the years much has been written about such 
dangers (Rule, 1973; Burnham, 1983; Marx, 
1985; Gandy, 1989, 1993; Lyon, 2003, 2007; 
McGrath, 2004; Lace, 2005; Raab and Bellamy, 
2005; Regan, 2005). It would seem that we are 
caught in the paradox that in order to be useful 
the system has to know, but once it knows 
others can know too, i.e. there is a direct threat 
to our privacy. However, the developmental 
trajectory of these systems is towards greater 
and greater distribution and local autonomy of 
both knowledge and activity – so technically the 
model is a highly distributed form of control. 
These systems are intrinsically anti-hierarchical 
in their design and operation, and as such, 
they might well present greater and greater 
difficulties for any centralized monitoring and 
control. They might thus provide a metaphor 
or guiding model for a political reality in which 
control is more widely distributed.

Li-Wong had been voted top CEO for the fifth year in succession. Investors queued up to buy shares 

in the many companies she ran as her companies were widely acknowledged as being the most 

productive operations in the world. The press had long debated how an engineer with little previous 

business experience, had been able to take over companies in which employees were not particularly 

productive, and through a process of matching pay to employees performance increased productivity 

dramatically, well above that of their competitors. In response to press questions about how Li-Wong 

achieved such high productivity levels she simply replied; ‘I invest in my workforce by giving them 

the most advanced intelligent buildings available that tend to their every need, they repay me with 

record levels of productivity’. Tucked away in her executive office Li-Wong read reports of how other 

employers had tried to emulate her achievements by investing in high-tech buildings but had failed 

to achieve comparable levels of success. She couldn’t help smiling to herself as she mused; ‘they all 

think I invest in the technology to make my employees more comfortable, of course that is a bonus, 

but the key to my success is that agents capture and analyse my employee behaviours, which gives 

me invaluable information on who to reward!’

BOX 3 Agents encoding human behaviour
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CITIZENSHIP AND PERVASIVE 
COMPUTING
Knowledge is power, and the level of distribution 
or centralization of those exercising control over 
pervasive systems may be key to the development 
of political systems (and vice versa). Thus, for 
example, the sort of technology that has so far 
been described opens up the possibility of the 
plebiscite as a major form within the democratic 
process. This puts the education and development 
of responsible individuals at a premium. This 
opens up the possibility that the preferences of the 
population as a whole could become more visible 
to the population as a whole, with this technology 
acting as a form of real-time market research. 
For example, managing a home is in many ways 
analogous to the process of government. There 
are finite resources with much competition for 
them. Opinions and information need to be 
gathered, deliberated on, policies formed and 
actions taken (c.f. a micro-government). These 
‘micro-government’ choices, if gathered from 
enough homes and communicated to government, 
could provide important input to deliberation and 
policy formation. Thus, government, rather than 
confining itself to indirect implicit data based 
upon market research of one sort or another, 
could use the power of pervasive computing to 
enable the population to give implicit feedback to 
government directly based on their routine as they 

go about their normal daily routines. While there 
are benefits to the citizen and government, there 
are clearly risks which put the education of the 
population at a premium.

PRIVACY AND SECURITY
In general, strong security measures are necessary 
because, in a society where computer hacking 
and spam are such a widespread nuisance and 
danger to the continued development of such 
systems, there is a need to be able to guarantee 
levels of privacy and security for this technology 
to be accepted and effective. One major 
security problem, since all these systems will be 
dependent upon electrical power of some sort, is 
the fail-safe setting for the systems should there 
be a widespread power outage. Another issue is 
that agents, like people, can suffer from problems 
such as instability and require mechanisms to 
lock some functions to break or avoid deadlock 
and looping (Zamudio and Callaghan, 2007). 
Clearly, the desired fail-safe would be the return 
to whatever normal mechanical operation was 
in place before the pervasive computing system 
was installed. Otherwise, people could become 
trapped in their own homes and unable to get out. 
However, this also goes to illustrate that in the 
future the importance of infrastructural provision 
of power will be at a premium and reinforces 
the notion of the interconnectedness of all these 

Amma, Bubba and Collo live in a gated community on the island of Java. This purpose-built complex 

for wealthy participants in the knowledge culture provides them with all of the comforts of a wealthy 

lifestyle and none of the drawbacks. The independent state of Java has a number of such communities 

and each offers highly secure environments in several senses. Java’s citizens have benefited greatly 

from the development of these super-wired communities so the level of local resentment is at a 

minimum and Java has negotiated a completely surveillance-free relationship to the rest of the 

‘noosphere’ – the virtual world that is the dominant economic feature of the global economy. Amma 

works on developing augmented and virtual reality training programmes for space shuttle staff taking 

holidaymakers to the space hotels that are an increasing feature of the travel industry. Bubba trades 

in ontology futures, the building blocks of the wired world, while Collo gets the very best of education 

via online mixed-reality systems and can play freely and safely with the other kids in Java-7’s spacious, 

secure and superbly appointed grounds.

BOX 4 The value of privacy 
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systems. Technology is not just limited to systems 
we can physically see, but also those physically 
so small they are invisible to the human eye – 
nanoetechnology. While there are persuasive 
arguments in favour of direct human control of 
ubiquitous computing technology, there clearly 
are areas of it, such as this, where it is both 
necessary and beneficial to deploy autonomous 
agents. This leads to the hybrid notion of 
‘adjustable autonomy’, where individuals are able 
to tailor the balance of human versus agent 
control to suit their particular situation. 

The opportunities for commercial and 
governmental interests to underwrite security 
would also potentially open up these systems to 
data mining for these vested interests, so there 
is little doubt that security will be a number-
one priority if privacy is to be achieved and the 
technology is to be accepted by society (Danna 
and Gandy, 2002).

CONSUMERS: A GROWING REACTION
While the issues surrounding the deployment of 
ubiquitous networked computing technology in our 
homes and offices are not widely debated, there 
are useful indicators of the usage governments 
are likely to want to make of data. For instance car 
number-plate data and mobile phone records are 
routinely stored and made available to government 
agencies, such as the police (McCue, 2006). 

Internet search engine companies have been asked 
to hand over data on individuals’ search patterns 
(Mohammed, 2006). Loyalty cards for large stores 
can be seen as a threat to privacy by some people, 
resulting in the start of campaigns to increase 
public awareness and encourage debate in the 
form of websites such as ‘Consumers Against 
Supermarket Privacy Invasion and Numbering’ 
(CASPIAN, 2007; Grayling, 2005). Somewhat closer 
to the technology discussed in this article are RFID 
tags: small electronic packages that can be added 
to products and people to transmit information on 
location. From a business perspective, they provide 
a more efficient method of providing bar-code data, 
already on products, but in the minds of some 
consumers they represent a threat to our privacy 
and liberty, driving them to set up organizations 
such as ‘NoTags’ to raise public awareness of 
these issues. Such fears are well articulated by 
NoTags founder, Chris McDermott, who is quoted 
on their website as saying ‘Do we really want a 
world where you can be identified from the clothes 
you wear, or tracked because there is a tiny chip 
inserted into your credit card or bank note? Can 
we trust the people holding this information to 
act properly and responsibly? The time is right 
for a serious debate to begin in the UK about 
how far we are prepared to let this technology 
invade our lives.’ There are similar movements 
in other parts of the world such as ‘RFID 1984’ 

Nicole lived on the beautiful island of Cazeco, just off the Australian coast. She owned the latest 

Eco-Home, which boasted the use of exceptional insulation, energy-minimizing intelligent networked 

agents and renewable-energy generators on the roof. Nicole had numerous choices of when and how 

to use energy. The weather conditions, when and how appliances were used, hugely influenced her 

energy costs. Surplus electricity could be returned to the grid (or drawn from it when there was a 

shortage). Nicole admired greatly the Cazeco Government whose enlightened environmental policy 

had funded the installation of the networked eco-technology in all homes. This policy had proved 

so popular that since installing the equipment some 20 years earlier, the government had never lost 

power, being re-elected on five successive occasions. Asked about the secret of his record breaking  

re-election success, the president of Cazeco said that the secret was simply ‘listening to the people’ 

(however, he couldn’t suppress a smile as he thought to himself ‘technology enabled listening, of 

course; what a wise government investment in technology that was!’)

BOX 5 The politics of information 
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(Spychips, 2007) and Privacy International, a human 
rights group formed in 1990 as a watchdog on 
surveillance and privacy invasions by governments 
and corporations. Care environments are one of the 
better-accepted areas where tags can be useful, for 
example, as a means of alerting carers to situations 
where people with memory problems may wander 
off and get lost (VeriChip, 2007); but even here 
there are cautionary voices (Beresford, 2005). All 
these growing movements serve to illustrate that 
the public not only consider the benefits of new 
technology, but have understandable concerns 
about their privacy and liberty. A key to ensuring the 
proper needs of society (both from an individual 
and government perspective) is understanding and 
participation. False fears can grow with ignorance, 
while ignorance can allow misuse; thus, educating 
society and encouraging the participation of people 
at all levels is a key to the successful commercial 
deployment of pervasive computing, particularly in 
private areas such as our homes. 

REGULATION OF INTELLIGENT 
BUILDINGS AND ENVIRONMENTS
If we are to live in intelligent buildings and 
environments, then questions like ‘who has 

control?’, ‘what is the extent of their control?’, ‘who 
has access to sensory data from our home and 
what use are they making of it?’ are paramount. 
In short, how are people going to be protected 
from the potential ravages of commercial or 
governmental powers based upon the exploitation 
of this technology? Whatever the ‘official’ answers 
to these questions, how can laypeople be sure that 
any assurances they are given on access and use 
of data gathered in the home is being complied 
with, and that there is no misuse by government, 
multinationals, commercial or subversive 
organizations, individuals or perverts?

Undoubtedly, the highly specialized and 
technical nature of ubiquitous computing makes 
it hard for individuals to understand the entirety 
of the vulnerabilities they face, and makes it 
difficult for them to have confidence in any 
technical tools that are supposed to protect their 
privacy. While government legislation and self-
regulating computers might go part of the way to 
providing assurance to an individual, the ultimate 
assurance to any individual relies upon their 
understanding of the issues, and the provision 
of tools they can understand, use and trust to 
protect themselves. 

In Europe the take-up of ambient intelligence was much slower than in the developing world. There 

was a built-in inertia in terms of the existing investment in technology, which the developing countries 

did not have. They had no need to consider the cost of replacing a technology they had already 

invested heavily in, since they were leaping from a mainly pre-industrial to an advanced industrial 

technical civilization within a generation. Furthermore, the complex legal and cultural traditions of 

Europe, developed over millennia, were proving to be an impediment to the development of ambient 

intelligence technology and the European Court of Human Rights was bogged down in a backlog 

of sensitive cases on the issue of privacy. Old-fashioned ideas about privacy and ownership and 

‘civilized’ values were acting as a brake on the full development of some new technologies within 

Europe. By the end of the first quarter of the 21st century, the really dynamic economies were all in 

Africa and Asia. With their massive built-in markets, they had no need for ‘the West’ and, without the 

encumbrance of a deeply established technical infrastructure, they were free to take up the intelligent 

environment vision enthusiastically. Not being burdened by the ‘advanced’ notions of individuality 

that were also symptomatic of ‘the West’, these cultures had less internal opposition to, and paranoia 

about, a technology that asked little but gave much. It was the community, not the individual that was 

the fundamental unit within these cultures.

BOX 6 A question of balance 
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In our view, there is much work to be done in 
educating the population on the issues relating 
to intelligent building and smart environment 
technology and even more work to be done to 
provide trustworthy and transparent tools for 
the user. We suggest that the scientists who 
are busy developing this new technology should 
put some effort into developing such tools, 
as without trust by the general public, the full 
market potential of such technologies will not 
be realized. Thus, it is in the best interest of 
companies seeking to build these marketplaces 
to address these concerns by funding work 
on all aspects of the issues that give rise to 
public concern about the dangers of pervasive 
computing and intelligent buildings. 

BEYOND ASIMOV’S LAWS
One way that individuals might be given more 
trust in ubiquitous computing technology, and 
more specifically autonomous agents, would be 
if they had explicit built-in rules which refected 
the individuals’ values and needs. Isaac Asimov 
explicitly addressed this problem in his ‘I Robot’ 
series (Asimov, 1968) where he proposed a set 
of three rules designed to protect humans from 
the robotic technology they created. These rules 
can be summarized as ‘1) protect humans, 2) 
obey humans and 3) protect yourself’. Although 
not without flaws these have since become 
widely accepted within mainstream science as 
providing a well-founded moral framework for 
a society of robots and humans (Clark, 1993). 
What should the equivalent laws for ubiquitous 
computing be, given that this involves a more 
intimate relationship between the individual 
and machine world? Would Asimov’s Laws of 
Robotics suffice for environments and vehicles 
controlled by ubiquitous computing?

We have argued that buildings controlled by 
ubiquitous computing (intelligent buildings) can 
be regarded as robots we live inside (Callaghan 
et al., 2000). From this, one may draw a parallel 
between a robot and a system of ubiquitous 
computing devices. The particular nature of 
buildings supported by ubiquitous computing is 
that they are often expensive and multi-occupant 

dwellings. This raises moral issues such as the 
rights of individuals as opposed to a society of 
occupants or indeed an owner. For instance, 
should an individual member of a shared urban 
dwelling be allowed to take an action such as 
reducing the temperature below freezing point, 
which may have some benefit to him, but 
severely damages the building or puts a company 
and all its human dependents out of business? 
Clearly the relationship between a person and a 
dependent community of people, or an intelligent 
building or robot, is of a different order, relations 
between people being self-reflexive rather 
than hierarchical or understandable in simple 
terms. This raises many difficult issues that are 
not explicitly addressed by Asimov’s Laws of 
Robotics.

Asimov’s Laws refer to an ideal world 
where machines have the ability to interpret 
and execute such rules or laws. However, this 
is clearly impossible at present – machines (or 
pervasive computing devices) are simply not 
advanced enough. For instance, they cannot 
adequately mediate differences of opinion 
among occupants, or make judgements on 
flimsy evidence – part human, part physical 
science. Such judgements are difficult enough 
for us and would necessitate highly advanced 
knowledge and artificial intelligence techniques 
not currently available and, as a last resort, 
recourse to the law. However, while engineers do 
not have sufficiently sophisticated technology to 
fully implement Asimov’s Laws, each time they 
build an agent they implicitly implement a set of 
rules that determine its operation and these can 
be explicitly compared with these Laws. 

The ubiquitous computing systems we are 
developing at Essex University are rule-based 
systems (Callaghan et al., 2004; Hagras et al., 
2004). We are also looking at how these systems 
can detect the emotional state of the user and 
include that in the decision-making process (e.g. 
react differently, depending on the occupant’s 
mood) which further complicate the boundaries 
between people and machines (Leon et al., 2007). 
In all these systems, there are rules implicit in 
the design that are the equivalent of Asimov’s 
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Laws. Looking at our current work in this light 
we can derive the following set of Essex-based 
intelligent building technology rules:

1. Do not violate any safety constraints set by 
law or the manufacturer.

2. Do not violate any privacy constraints 
set by user of the environment or community 
(providing safety constraints are not violated).

3. Accept instructions (including configuration 
and training) immediately from the stakeholders 
of the environment (providing safety and 
privacy constraints are not violated).

4. Preserve the pervasive community (providing 
all the above are not violated).

The first rule is aimed at ensuring user safety 
is paramount. Rule two aims at ensuring that 
access to the system is safeguarded to adhere 
rigidly to the user’s wishes. The third rule 
aims at allowing the user to particularize the 
ubiquitous environment to satisfy his individual 
need. Commonly this is undertaken in a teaching 
or learning mode. The fourth rule aims at making 
the ubiquitous system as robust and reliable as 
possible. For example if a member device fails, 
the community of devices immediately seeks to 
find a replacement device, and thereby maintain 
the operation of the overall system. Far from 
regarding these as ideal long-term laws, we 
see them as a short-term pragmatic approach 
to allow us to build ubiquitous computing 
environments from today’s technologies while 
we are awaiting the arrival of more advanced 
processes and better-established ‘laws’ based in 
widespread use.

GOVERNMENT REGULATION
What then are the issues for today’s society and 
lawmakers to consider? Clearly, unless society 
takes a hand in framing such laws it will be left 
to small vested-interest groups and commercial 
companies to construct rules to their own 
ends. Thus, at a minimum, such issues should 
be widely known and debated within society. 
Such a discussion would be interesting, as 
investors may argue that any fundamental rules 

for machines should reflect the need to protect 
them (as investors, as companies etc.) while 
individuals and various social political groups 
would surely make very different arguments. 
In this respect reports from the European 
Parliament Technology Assessment unit (EPTA, 
2006) and the UK Information Commissioner’s 
Office (ICO, 2006) are particularly useful as they 
seek to promote debate on how society should 
balance the convenience that new technology 
affords with the need to preserve privacy.

It is possible in the future, that much of 
the health and safety legislation will be actively 
embodied within the bounds of allowable 
operations of building control systems rather 
than sitting in statute books gathering dust. If 
there is no regulation then there are immense 
dangers that various groups with their own 
agendas will misuse the technology. Companies 
might seek to gather information on people’s 
behaviours to enhance their products, or to sell 
the data to third parties to mitigate the costs of 
their services (and increase their profits), and 
government agencies might gather evidence 
of fraudulent tax or disability claims etc. It 
is also possible that extremist organizations, 
or governments, could use the technology to 
develop terrorism or create a police state. The 
opportunities for misuse of this technology 
are almost endless. Experiences with the 
internet and mobile phones have revealed that 
there are additional problems. The distributed 
and international nature of the services and 
providers means it is difficult to frame laws that 
work, as the violators may be operating out of 
other countries or using network connections 
where there are different laws, which makes it 
almost impossible to enforce local laws. In this 
respect, as with climate change, international 
organizations such as the UN would seem better 
placed to frame and oversee such legislation. 
The development of global institutions run 
under the auspices of the UN may turn out to 
be the only alternative to the potential chaos 
of individual states and corporations finding 
loopholes in national laws. Internationally agreed 
standards and compliance with such standards 
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will, however, be a fundamental aspect of the 
successful development of this technology.

FUTURE INTELLIGENT BUILDINGS
As we move into the longer-term future, 
we will become even more dependent on 
technologically supported environments. For 
example, if humankind ventures outwards, 
towards habitation of other planets, people 
will need to live in permanent space stations, 
planetary colonies or in spacecraft engaged on 
interplanetary journeys. The International Space 
Station can be regarded as a precursor of 
such environments (see Figure 3). In these, the 
social and other constraints are simplified as the 
absolute dependency upon each other and the 
local environment is highlighted. 

We are all of course dependent, to some 
degree or another, upon others in our daily 
lives and many of us experience the pleasures 
and support of working within relatively close 
functional communities, many of which overlap 
e.g. family and work communities. With the 
space colony, in some form or another, we will 
be moving into an experimental community 
of an entirely different order of magnitude in 
that it will need to be reliably autonomous and 

self-governing at all the levels of critical safety, 
although individuals will probably still retain a 
strong desire to personalize aspects of their 
habitat. Functional authority rather than rigid 
hierarchy, a sense of community that is both 
practical and durable, a means of resolving 
conflict and reaching agreement without schism 
and so on are going to be of the highest priority 
in off-Earth urban habitat. This interdependence 
and local autonomy are qualities that will be 
shared by both the social and the technological 
organization of the community. The need to be 
able to see things for what they are and not 
transfer deep pathologies into space with us 
means that the selection of personnel and their 
continual support within the communal practice of 
the vessel, colony or space station will need to be 
addressed. Although, currently, space habitation 
is managed by clear lines of hierarchical control, 
for the longer term the metaphor of a community 
of distributed cooperating ubiquitous devices 
and agents, without any obvious hierarchy is 
precisely the sort of model that these new and 
demanding circumstances might require. Space 
is an interesting example where inhabitants of 
an urban planetary habitat might realize that 
mutual dependence, tolerance and respect is 

FIGURE 3 The International space station is the forerunner of humankind's ambition to inhabit deep space
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much more likely to engender a robust and 
flexible community separated, as they will be, 
from immediate help from Earth and dependent 
upon their own communal resources for survival 
(Clarke et al., 2000). It is certainly true that the 
exploration of space will require us to look at 
ourselves and the ways in which we can work 
together in groups to achieve our common aims. 
We will be required to do this in a way that has 
rarely been asked of us before and with a range 
of tools and theories as to the social nature of 
human beings that are still being developed. This 
might enable us not just to go to other planets 
and found new colonies but, in a genuine sense, 
to found new societies. 

A SOCIO-TECHNICAL FRAMEWORK 
FOR INTELLIGENT BUILDING 
RESEARCH
In an attempt to find a way of approaching the 
problem of human interaction with pervasive 
computing technology for intelligent buildings 
and environments, there is a need to find a way 
of categorizing the main technology and social 
drivers. 

At Essex we have a multidisciplinary socio-
technical research centre, the Digital Lifestyles 
Centre, that is involved in developing and 
evaluating technologies that span a range of 
approaches from the exclusive use of intelligent 
autonomous agents, to user-controlled 
approaches. There are at least two dimensions 
to each of these systems, one concerning the 
functionality of the system and the way it is 
derived e.g. programs, rules derived from user 
behaviour etc., the other concerning the topology 
of the system, its components and the way they 
are networked together. Now in both cases there 
are examples controlled by intelligent agents, 
or determined by a user, or some combination 
of each. We used these two characteristics 
as the axes of an initial system to characterize 
our research in its widest sense and found an 
interesting spread across this space where the 
functionality is represented by the X-axis and 
varies between being totally controlled by a user 
to being totally controlled by an agent, and where 
the topology of the systems is represented by 
the Y-axis and varies from being totally defined 
by the user to being totally determined by an 

Xavier works as a porter in the first of the orbiting hotels – the Space Hilton. He works for three 

weeks on with relatively short periods off during any one day – if you aren’t on holiday, space can 

be very boring. He then has a week’s ‘shore’ leave when he comes back to his home-town of San 

Diego. Here he lives in one of the greatest conurbations of predominantly Hispanic peoples known to 

man – Los Angeles Mayor. Since the rich started to withdraw from normal urban life these areas have 

become even more dangerous than they used to be, fuelled as they are by drugs and local rivalries 

in a megalopolis of over 200 million people – a loose confederation of thousands of gangs and small-

time crooks who have some purchase in their own areas but little power or influence outside of that. 

High-tech surveillance of these communities is at a minimum, though they are savagely policed by a 

heavily armed militia-style police with high-tech equipment. Attempts to have all citizens tagged earlier 

on in the century failed, so only people like Xavier who work in prestigious areas of great delicacy are 

visible to the constant sweep of the detectors over the dark and threatening city/state. Xavier doesn’t 

care that he is being monitored, he is no threat and he is used to having everything he does night or 

day monitored. There is no alternative in the Space Hilton, there is too much at stake! You get used 

to knowing that everything you are doing is being observed explicitly or implicitly by someone or 

something. So far there have been no terrorist attacks on the orbiting hotels thanks to the high levels 

of security and the total absence of privacy, but no one is complaining.

BOX 7 The final frontier 
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intelligent agent. Therefore at one extreme you 
would have a system where a user determines 
both the functionality and the topology explicitly 
and at the other extreme you would have a 
system whose functionality and topology were 
totally controlled by intelligent agents. This forms 
the basis of Figure 4. When it comes to human 
responses to these different systems, we have 
chosen a relatively simple measure, which we 
commonly observe in the behaviour of people 
as they approach these systems. This dimension 
we have called technophilia/technophobia which 
forms the Z-axis of Figure 4. We are particularly 
interested in how these intelligent environment 
systems might stimulate or constrain human 
creativity and the consequences that might 
flow from this. Technophobia may, for example, 
arise from a fear of loss of privacy and control. 
We have represented these possibilities in a 
three-dimensional graph (see Figure 4) that 
we offer as a preliminary framework to spur 
discussions and help orient research concerning 
the ways that people and pervasive computing 

technology might interact in the digital home 
and workplace environments. The X–Y plane 
shows the possibilities for control (functionality) 
and configuration (topology) from automatic to 
manual. The Z–Y plane shows user reaction 
(phobia versus philia) to these different 
possibilities. The eight vertices represent 
potentially significant but extreme positions 
within the space defined by the cube concerning 
the relations of people and ubiquitous computing. 
A general assumption underpinning this model is 
the view that the less understanding of, and 
control over, their environment that people have 
the more resistant or fearful they will be of it 
and vice versa. In this model, the vertices reflect 
extreme possibilities with all other combinations 
of response occupying the space between. The 
model is not normative but depicts a conceptual 
space of possibilities drawn from experiences 
with our technological work, which we have 
produced to generate and promote discussion 
between social scientists and technologists 
about this difficult area.

FIGURE 4 A socio-technical framework for intelligent building research
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In Table 1 we characterize the extremes which 
this model allows us to capture.

CONCLUDING DISCUSSION
In this article we have discussed how embedded 
intelligent agents might contribute to future 
directions of intelligent buildings and smart 
environments, together with raising social 
consequences of their use. Currently there is 
an increasing level of debate on ethical issues 
such as privacy in ICT, particularly with respect 
to technologies such as identity and loyalty 
cards, data mining, internet search engines 
and RFID tags. As computer scientists actively 
researching the technologies involved, we have 
sought to extend this discussion into the area 
of intelligent buildings and smart environments. 
We have described how intelligence can be 
created using embedded agents and how the 
main research on intelligent agents can be 
categorized as belonging to two underlying 
approaches; implicit programming (intelligent 

autonomous agents) and explicit programming 
(end-user programming). We have shown how 
these possibillities can be represented using 
a two-dimensional space bounded by the 
degree to which intelligent agents or people 
are in control of both the functionality (X-axis) 
and the topology (Y-axis) of these systems. By 
introducing another axis (Z-axis) to indicate 
the degree to which the person involved is 
comfortable with this technology and the part 
they play in it (technophilia/technophobia) we 
have developed a framework for categorizing 
and visualizing these issues using a three-
dimensional diagram of possibilities where 
the vertices represent particular extremes. 
Based on our experience we speculate that 
combinations of these approaches engender 
a variety of emotional responses that will be 
important factors in the success or failure 
of these technologies. While the focus and 
success of our own research is firmly in the 
technological developments, we have found 

Vertex Property Description

OM obstructive 

misuse

The agent sets the topology but the user is able to program the functionality.

The technophobic person’s response is to use the technology against itself, to find ways of 

disrupting or obstructing the system.

S – sabotage Agents are autonomously setting the topology and functionality. 

The technophobic person has no power at all to intervene in the working of the systems and so 

resorts to sabotage.

NT – No take-up 

or use

The user is empowered to set the topology and functionality. 

The technophobic person wants nothing to do with the technology.

MM – malicious 

misuse

Agents are autonomously setting the functionality but the user has control over the topology. 

The technophobic person will use the area they have control over to interrupt or interfere with 

the overall functioning of the system.

CU – creative use The user is able to set both the topology and functionality. 

The technophile person enthusiastically uses the system to enhance their lives and what they 

perceive to be the attractiveness and interest of their environment.

AS – absorption/

symbiosis

Agents set the topology and functionality. 

The technophile person loves the technology so much that they become immersed in it totally.

CM – creative misuse 

(two instances)

Agents set either the topology or functionality (but not both). 

The technophile person can intervene at the level of topology or functionality (depending upon 

the system) and uses whatever aspects they can to generate the functionality/topology they 

want.

TABLE 1 Description of the Socio-Technical Framework model
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ourselves dealing with questions that concern 
the ethics of specific aspects of intelligent 
buildings and smart environments together 
with its potential for being turned from a 
beneficial technology for both the individual 
and society into its opposite. Clearly this is a 
complex matter that is dependent on individual 
attitudes, governments and cultures, but also 
upon the level of understanding and agreement 
of the issues involved at all levels of society. As 
technology advances, it opens up new and 
exciting possibilities for intelligent buildings 
while simultaneously raising ethical dilemmas 
which need to be confronted if intelligent 
buildings are to reach their full potential. These 
issues are also critical for all those pursuing 
ambient intelligence projects which entail the 
widespread deployment of intelligent agents.
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